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Conditional independence

Semigraphoids are combinatorial objects originating from probability theory which
generalize structural properties of conditional independence.

▸ Let (ξi ∶ i ∈ N) be a finite random vector with probability measure p.

▸ For i , j ∈ N and K ⊆ N ∖ ij the conditional independence ξi á ξj ∣ ξK (short: (ij ∣K))
holds if and only if pij ∣K(x , y ∣ z) = pi ∣K(x ∣ z) ⋅ pj ∣K(y ∣ z) for all events x of ξi ,
y of ξj and almost every atomic event z of ξK .

▸ The set of all CI statements over N is AN ∶= {(ij ∣K) ∶ i , j ∈ N,K ⊆ N ∖ ij}.

The following equivalences are true for the conditional independence structure:

(ij ∣L) ∧ (ik ∣jL) ⇔ (ij ∣kL) ∧ (ik ∣L),
(i ∣K) ⇔ (i ∣N ∖ i) ∧⋀ j∈N∖iK ,

K⊆L⊆N∖ij
(ij ∣L)

⎫⎪⎪⎬⎪⎪⎭
semigraphoid axioms
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CI implication and algebraic statistics

Realizability problem: {(ab∣c), (ac ∣d), (ad ∣b)} is a semigraphoid over {a,b, c,d}.
Does it come from a probability distribution?

▸ In 1988 Pearl conjectured that every semigraphoid can be realized by a random
vector with discrete random variables. This is false and, in fact, the discrete
realizability problem is undecidable.

▸ In concrete instances of distributions with finitely many parameters, conditional
independence can become a set of polynomial equations in the parameters.
Then the problem reduces to (real) algebraic geometry.

▸ For Gaussian random variables, the problem is solvable but ∃R-complete.
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Separation in graphs

▸ Let G = (V ,E) be an undirected graph and (ij ∣K) ∈ AV .

▸ K separates i and j in G is every path between i and
j contains a vertex of K .

▸ The set ⟦G⟧ ∶= { (ij ∣K) ∶ K separates i and j } is a
semigraphoid which also satisfies (ij ∣L)⇒ (ij ∣kL) and
other special properties.
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▸ The realizability problem is efficiently solvable. As statistical models,
they have a rational parametrization, are smooth manifolds, etc.

Graphical models (of various types) are important in statistics, AI and applications
in the sciences (as Markov random fields in physics, or phylogenetic trees in biology).
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Modularity of submodular functions

▸ Let f ∶ 2N → R be a locally submodular function, i.e., for each (ij ∣K) ∈ AN :

f (iK) + f (jK) ≥ f (ijK) + f (K) (△)

▸ Then ⟦f ⟧ ∶= { (ij ∣K) ∶ (△) is an equality} is a semigraphoid.

▸ This includes rank functions of subspaces arrangements, transcendence degrees of
coordinate functions of irreducible varieties, entropies of discrete random
variables, (poly)matroids . . .

Every semigraphoid has a “lattice of (cyclic) flats” attached. Nothing is known
about additional properties of these lattices.
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The language of semigraphoids: geometry ↔ information theory

Condition on semigraphoid L Matroid concept Information theory concept
(i ∣∅) ∈ L loop constant random variable
(ij ∣K) ∈ L for all jK ⊆ N ∖ i coloop maximal private information

(i ∣K) ∈ L closure operator functional dependence
AI ⊆ L independent set total independence
(ij ∣K) ∈ L modular pair conditional independence
(ij ∣K) ∈ L↔ (ij ∣N ∖ ijK) ∈ L∗ duality “duality”
L ∩AK restriction marginalization
(L∗ ∩AK)∗ contraction conditioning

Every semigraphoid has a “Tutte polynomial” via deletion-contraction recurrence.
Nobody knows what it does.
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Thank you for your attention!


